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Abstract
Virtual try-on aims to transfer clothes from one image to another while preserving intricate wearer and clothing details.
Tremendous efforts have been made to facilitate the task based on deep generative models such as GAN and diffusion models;
however, the current methods have not taken into account the influence of the natural environment (background and unrelated
impurities) on clothing image, leading to issues such as loss of detail, intricate textures, shadows, and folds. In this paper,
we introduce Slot-VTON, a slot attention-based inpainting approach for seamless image generation in a subject-driven way.
Specifically, we adopt an attention mechanism, termed slot attention, that can unsupervisedly separate the various subjects
within images. With slot attention, we distill the clothing image into a series of slot representations, where each slot represents
a subject. Guided by the extracted clothing slot, our method is capable of eliminating the interference of other unnecessary
factors, thereby better preserving the complex details of the clothing. To further enhance the seamless generation of the
diffusion model, we design a fusion adapter that integrates multiple conditions, including the slot and other added clothing
conditions. In addition, a non-garment inpainting module is used to further fix visible seams and preserve non-clothing area
details (hands, neck, etc.). Multiple experiments on VITON-HD datasets validate the efficacy of our methods, showcasing
state-of-the-art generation performances. Our implementation is available at: https://github.com/SilverLakee/Slot-VTON.
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1 Introduction

Virtual try-on stands as one of the state-of-the-art fashion
technological applications, enabling users to virtually try
on diverse clothes in both online and offline stores. This
innovative approach eliminates the necessity for individu-
als to physically don garments, significantly enhancing the
shopping experience and optimizing operations within the
fashion and clothing industry. The main goal of VTON is
to seamlessly transfer clothing from one image to another,
with a specific focus on minimizing the loss of intricate
clothing details. The task requires overcoming two major
challenges [43]: (1) achieving a seamless fit of clothing in
relevant areas and ensuring accurate reproduction of realistic
clothing details, including shadows and wrinkles. (2) ensur-
ing consistency in generating non-clothing elements such
as human identity and pose. Many virtual try-on endeavors
[8, 12, 13, 45, 48, 50] have relied on Generative Adversar-
ial Networks (GANs) [9]. However, despite advancements
in generating relatively lifelike human images, GAN-based
generators suffer from inherent weaknesses, particularly in
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generated quality andmodel collapse issues. Therefore,when
generating details, there may be errors in the final generated
results.

Recently, diffusion models [16, 42] have achieved sig-
nificant progress in image generation. Within the realm of
virtual try-on, methodologies [5, 10, 54] grounded in dif-
fusion models are increasingly outperforming those rooted
in GANs. For instance, Kim et al. [21] introduces a novel
method for virtual try-on, leveraging semantic correspon-
dence learningwithin the latent space of pre-trained diffusion
models to achieve stable and accurate results. Additionally,
Morelli et al. [31] achieve the preservation of clothing texture
and details through a text-inversion [7] approach, effectively
maintaining fidelity.

While these approaches have significantly enhanced cloth-
ing detail preservation, they have overlooked challenges in
real-world scenarios. In actual scenes, a clothing image may
encompass various subjects beyond the clothing itself, such
as environmental backgrounds and unrelated substances.
These interference factors may lead to the blurring of the
clothing subject, hindering the garment’s ability to address
complex scenarios like wrinkles and shadows due to human
pose. Furthermore, existing works have neglected the preser-
vation of elements beyond clothing intricacies (e.g., hands,
human identity), and addressing seam issues between the
wearer and backgrounds is crucial.

Motivatedby these challenges,wepresent a subject-driven
virtual try-on framework with diffusion models. This frame-
work comprises two phases: data processing and generation.
In the data processing phase, we employ a warping module
to warp the clothing, which is subsequently fused with the
clothes-agnostic person during the generation phase. Then,
we introduced slot attention, which extracts a series of slot
representations to achieve unsupervised separation of sub-
jects in an image. Through this mechanism,multiple subjects
within clothing images are segregated into distinct slots (e.g.,
clothing slots, background slots), with only clothing slots
retained based on task specifications, thereby enhancing the
clothing subject. To facilitate seamless integration,we further
devise a fusion adapter capable of fusing multiple condi-
tions, ensuring meticulous preservation of details throughout
the framework. In the generation phase, we leverage the
fusion conditions acquired as a condition to guide the diffu-
sion model’s generation process, thereby generating person
images replete with intricate clothing details. Additionally,
we also propose the non-garment inpainting module, which
involves specific fine-tuning to the decoder for each image.
This refinement ensures the preservation of intricate details
in non-clothing areas of the generated results, effectivelymit-
igating seams between the wearer and the background.

We conduct comprehensive validation on the VITON-HD
dataset. The results demonstrated both superior quantita-

tive and qualitative performance compared to state-of-the-art
methods.

Our main contributions are summarized as follows:

• We propose Slot-VTON, a virtual try-on pipeline that
extracts the clothing subject through slot attention as a
guiding condition and utilizes a novel diffusion model to
achieve a high-fidelity virtual try-on.

• We design a fusion adapter integrating multiple condi-
tions, which ensures the conditions can collaboratively
guide the diffusion model.

• We introduce the non-garment inpaintingmodule to solve
the seam problem, which fine-tunes the decoder for each
image within the established framework.

• We conducted comprehensive experiments to validate
the efficacy of each component in our architecture. The
results show that the person images generated by our
method achieve state-of-the-art performance during the
virtual try-on task.

2 Related work

In this section, we present a brief overview of image-based
virtual try-on, latent diffusion models, as well as slot atten-
tion.

2.1 Image-based virtual try-on

Image-based virtual try-on is a technology that fits new in-
shop clothes into a human image while preserving details.
Pioneering works like VITON [13] have adopted a coarse-
to-fine framework. Initially, it utilizes an encoder–decoder
structure to generate a preliminary synthetic image followed
by a refinement network that enhances the coarse repre-
sentation using the warped clothing item obtained through
a thin-plate spline (TPS) transformation [6]. Subsequently,
some works focused on improving the warping module.
Wang et al. [45] introduced CP-VTON, which incorporates a
convolutional geometricmatcher that learns geometric defor-
mations (i.e., thin-plate spline transform). However, methods
that use TPS for deformation processing, can only provide
simple deformation handling. They transfer the clothing to
the target area roughly and cannot handle more significant
geometric deformations. In response to these issues, some
works [8, 12, 14] utilize a flow-based method to simulate the
flowfield of clothing on specific body areas, ensuring a better
fit.

Many efforts [3, 17, 28] have been paid to the image syn-
thesis [11] stage. Previous works [13, 45] relied on human
segmentation, and training try-on models required high-
quality human parsing. Anyminor errors in the segmentation
would lead to highly unrealistic try-on images. To overcome
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this, Issenhuth et al. [18] propose a novel student-teacher
paradigm in which human segmentation is not employed.
The Parser-Free model’s image generation quality is further
enhanced by PF-AFN [8], which employs a teacher-tutor-
student knowledge distillation approach alongside real image
supervision.

Most of the current virtual try-on methods heavily rely on
GANs, but a significant issue is that the images generated
by GANs struggle to preserve clothing details. Even with
an improved warping module for clothing, when combined
with the human image, it still lacks a high level of realism.
With the emergence of diffusion models showcasing pow-
erful generative capabilities, recent works are increasingly
turning to diffusion models to achieve superior generation
results.

2.2 Latent diffusionmodels

Inspired by principles from non-equilibrium statistical
physics, diffusion models were introduced as a novel gener-
ative model for data distribution [42]. These models employ
an iterative Markov process, initiating a forward diffusion
process to disrupt the data structure, followed by a learned
reverse diffusion process to restore the original data. Cur-
rently, the latent diffusion model (LDM) [35] introduces
cross-attention as a general approach to conditional guided
model generation. Building on this, recent advancements in
text-to-image [24, 33, 37, 39] and image-to-image [32, 38,
44] synthesis showcase the prowess of latent diffusion mod-
els in generating high-quality visual images. Yang et al. [51]
introduced the concept of inpaint for sample-guided image
editing, which uses a self-supervised manner to offer fine-
grained image control.

As latent diffusion models demonstrate their impressive
generative capabilities, researchers are exploring their poten-
tial application in the virtual try-on task. Gou et al. [10] have
extended the concept of inpaint to virtual try-on, anduse addi-
tional warping modules to restore high-frequency details.
While Morelli et al. [31] have effectively preserved garment
texture and details through a text-inversion approach, which
trains the added skip connection module to achieve higher
fidelity generation.

In this paper, we leverage the strengths of latent diffusion
models to propose a novel diffusion-based approach. Depart-
ing from traditional methods, we introduce a subject-driven
approach, utilizing the slot attention mechanism to extract
the clothing subject and direct the model’s generation pro-
cess effectively.

2.3 Slot attention

The slot attention mechanism was initially introduced by
Locatello et al. [29] to decompose an image into a series

of slot representations, with each slot corresponding to a
specific subject within the image. SAVi [23], based on slot
attention, runs on videos with a recurrent encoder–decoder
structure. However, its mixture-based decoder lacks inter-
action between slots, limiting modeling capacity. To address
this limitation, STEVE [41] proposes reconstructing interme-
diate features from another network [40]. Although it works
on videos with textured objects and backgrounds with the
help of cross-attention and feature-level [49] reconstruction,
transformer-based [26] decoder performance remains low for
complex data. Building upon the success of the diffusion
model, Wu et al. [47] proposed SlotDiffusion, which further
improved the quality of image generation by combining slot
and diffusion techniques.

Taking advantage of these advancements, we abstract the
conditions of clothing images into a set of slots, includ-
ing clothing slots and background slots. Specifically, we
focus solely on extracting the clothing slots as a condition,
to mitigate the negative impact of irrelevant factors on the
representation of the clothing. This subject-driven approach
enhances the robustness of our model, enabling it to better
handle challenging scenarios (Fig. 1).

3 Method

Given a clothing image and a person image, the objective is
to realistically transfer the cloth onto the target person. In
this work, we undertake the virtual try-on task in the form of
inpainting grounded on stable diffusionmodels [35]. Despite
the recent remarkable success of text-based image editing
[20, 53], enabling users to submit images of clothes is a more
practical and feasible approach to enhance the granularity of
virtual try-on functions.

In the following, we first introduce the diffusion priors for
virtual try-on in Sect. 3.1. Then, we present an overview of
our method in 3.2, followed by detailed explanations in 3.3.
Finally, we elaborate the loss functions in Sect. 3.4.

3.1 Diffusion prior

Diffusion-basedmodels employ a two-step process tomanip-
ulate data distributions. Initially, they add noise via a forward
process to destroy the structure of the data distribution (usu-
ally converted toGaussian noise in practice). Then, they learn
step by step to restore the original data distribution through
a reverse process. In Slot-VTON, the state-of-the-art sta-
ble diffusion framework (SD) [25] is utilized as priors. This
framework integrates a variational autoencoder [22] (consists
of an encoder E and a decoder D) and a denoiser U-Net [36].
It follows a process where the image first being compressed
into latent space using encoder E. Subsequently, guided by
a text prompt Cy encoded using a CLIP text encoder, the
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Fig. 1 Images generated by the proposed Slot-VTONmodel. Given an input person image and a try-on cloth, our method can generate high-fidelity
virtual try-on results

U-Net denoises the Gaussian noise ε. This training pro-
cess is achieved by minimizing a loss function LLDM, which
involves the difference between the noise and its reconstruc-
tion at each time step of the forward diffusion process:

LLDM = Eε(x),ε∼N (0,1),t

[
‖ε − εθ (Zt , t,Cy)‖22

]
, (1)

where t ∈ 1, ..., T represents the time step, Zt denotes
the noise latent at time t and Cy denotes the text CLIP
embedding. The text condition is incorporated into the cross-
attention mechanism of U-Net to guide generation.

3.2 Framework overview

Our proposed Slot-VTON employs a pre-trained large-scale
diffusion model to generate images X̂ , which is a person
X p wearing a target cloth Xc. We utilize a binary mask
m ∈ {0, 1}H×W to identify the area of the person image
requiring inpainting, typically the upper body in virtual try-
on scenarios. The upper body region X̂ � m aligns with the
clothing image Xc, while the complementary area alignswith
the person image X p, i.e., X p � (1 − m) ≈ X̂ � (1 − m),
where � denotes element-wise multiplication. Additionally,
we introduce a special weight fine-tuning mechanism in the
non-garment inpainting module, to ensure a seamless transi-
tion at the interface between the two regions.

Figure 2 illustrates our method, where the yellow and
purple segments denote the conditional data processing and
generation phases, respectively. In the conditional data pro-
cessing phase, we obtain clothes-agnostic person Xa , the
clothes-agnostic segmentationmap Sp anddensepose P from

Fig. 2 The overview of our method. First, we obtain clothes-agnostic
person Xa ,the segmentation result Sp , densepose P from the person
image X p . the clothing image Xc was combined with the Sp and P
through the warpingmodule to obtain the warping cloth Xw . The coarse
result Xaw synthesized by Xa and Xw is used as the input of the diffusion
model. Then, the clothing item Xc is processed to obtain the clothing
slot Cs . Integrating other added clothing signals, these conditions are
fused as the control conditions of the diffusion model to collaboratively
guide the generation of the diffusion model

the person image X p. Similar to previous works [8, 10], the
clothing image Xc is combined with the clothes-agnostic
segmentation map Sp and densepose P through the warp-
ing module to predict the appearance flow field and distort
the clothing to obtain warped clothing Xw. Additionally, we
obtain the clothing slotCs and other clothing feature embed-
dings through different processing. In the generation phase,
the coarse result Xaw, synthesized from the clothes-agnostic
person Xa and warped clothing Xw, serves as the input to
the diffusion model. Multiple clothing conditions obtained
are collectively input into the diffusion model as the condi-
tion guide, yielding the final result X̂ .
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Fig. 3 The training pipeline of our proposed Slot-VTON. Clothing
image Xc extracts clothing slot through slot attention, thereby eliminat-
ing the interference of other subjects to the clothing itself and enhancing

the subject of the clothing item. The fusion condition Cfuse of the final
input diffusion model is obtained through the fusion adapter

While completing the virtual try-on task through inpaint-
ing can yield higher-quality outcomes, it may lead to certain
unsatisfactory scenarios. Particularly, the absence of process-
ing in areas beyond the garment could result in noticeable
seams between the background and the person. We tackle
this issue through the non-garment inpaintingmodule, which
fine-tunes the decoder for each image.

3.3 Subject-driven diffusionmodel

Figure 3 illustrates the training pipeline of our diffusion
model. The input of the diffusion model consists of the
clothes-agnostic person Xa , the clothing mask m, and the
noise image z. To preserve certain low-level clothing features
such as outline and color, we integrate the warped clothing
Xw with the agnostic person Xa resulting in the formation
of the input coarse result Xaw. The clothing warping pro-
cess follows the DCI-VTON [10] module, which utilizes an
iterative refinement strategy to achieve the final appearance
flow. This approach enables the capture of the intricate cor-
respondence between clothes and person images, enhancing
the efficiency in handling significant misalignments. Ulti-
mately, the input undergoes reconstruction by the diffusion
model guided by the adapter fusion module to produce the
final result.

Fig. 4 Architecture of our slot attention mechanism.Through slot
attention mechanism, we extract the clothing subject and discard the
background subject, to maximize the preservation of clothing details

In a real scene, for a clothing image Xc, besides the cloth-
ing subject, there may be unwanted subjects such as the
background or other objects, collectively referred to as inter-
ference subjects. To eliminate the adverse effects of these
interference subjects on the clothing subject, we introduce
the slot attention mechanism to assign each subject to a slot,
as illustrated in Fig. 4. To facilitate training, we set only two
subjects for one clothing image in our training set: the cloth-
ing itself and the background. We retain only the clothing
slot and discard the others, enhancing the clothing subject.

Initially, stable diffusion (SD) [35] used contrastive
language-image pre-training (CLIP) [34] embeddings with
textual prompts as conditions to guide the generation of the
diffusion model. Nevertheless, as previously mentioned, tex-
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tual conditions alone cannot accurately describe the texture
information of clothes. CLIP encodes both text and images
into a shared embedding space, making it seem natural to
directly replace text embeddings with CLIP image embed-
dings.However, in practice, itwas discovered that the indirect
visual information captured by CLIP was inadequate for
capturing the intricate details in conditional images. Specif-
ically, the generated clothing images often lacked realistic
lighting and folds, appearing overly smooth. Therefore, we
enhanced the original CLIP embeddings by incorporating
clothing embedding encoded by SD’s VAE module. This
enhancement enabled the recovery of intricate visual details,
such as lines and contour structures.

Slot Attention. In slot attention, the initial step involves
encoding the input clothing image Xc into the input feature
F using the CLIP image encoder. Subsequently, soft fea-
ture space clustering is conducted on F to derive N concept
partitions. This process entails iterative cross-attention, with
slots functioning as queries q and input features as keys k
and values v. specifically, at the onset of the iterative refine-
ment phase, slot S is initialized with randomGaussian noise.
Then in the course of T iterations, we calculate the attention
scores of both q and k and obtain the attention weight matrix
M by performing softmax operation on them. Next, the M is
weighted to get the updated slot value u. Finally, the updated
value u and the original slot value sn−1 are input into theGRU
model to realize the final slot value update. The slot in the
last iteration is considered to be the final slot representation
S.

During our training, the clothing image will be divided
into two slots, namely the background slot and the clothing
slot, and we will use the clothing slot as the final condition
Cs .

Fusion Adapter. To fully leverage the guiding roles of all
thementioned embeddings in image generation, we designed
a custom fusion adapter A. This fusion adapter ensures that
the conditions are combined to preserve as much detail of the
clothing as possible during the generation process. By blend-
ing all these embeddings through A, we generate a fused
embedding for typical cross-attention operations in the net-
work.As depicted in the top right corner of Fig. 3, thismodule
amalgamates all conditions and reshapes the output to fit the
expected format of a denoising U-Net cross-attention mod-
ule. The final fusion embedding is defined as:

Cfuse = A(Linear(Flatten(Vg)),Cg,Cs), (2)

where Vg represents the VAE embedding of the clothing
image, Cg denotes the CLIP embedding of the clothing
image, and Cs signifies the CLIP embedding of the cloth-
ing slot.

Fig. 5 Architecture of non-garment inpainting module. In this module,
we solely fine-tune the decoder for each image, while keeping the other
weight parameters of the model unchanged

Non-garment Inpainting Module. The latent to image
method, which generates images within a latent space, sig-
nificantly improves the efficiency of diffusion models in the
generation process. However, this improvement comes at the
cost of a certain degree of loss in the generated images.
To address this issue and preserve intricate details within
the person image, we incorporate the concept of inpainting.
Specifically, our approach focuses on processing only the
clothing region while leaving the areas outside this region
untouched.Although this pixel-level stitchingmethod retains
most details, it introduces another problem known as the
seam problem where the junction of two regions may not
alignwell.Additionally, theremaybe a loss of details in inter-
connected regions such as hands and necks. To overcome
these challenges, we develop a specialized non-garment
inpainting module.

Figure 5 illustrates the structural details of this module.
Thanks to the conclusion of blended latent diffusion [1] that
refining the generator weights for each image leads to supe-
rior reconstruction results, we extend it to the virtual try-on
task. By utilizing a precise clothing mask Cm , we perform
fine-tuning of decoder weights for each coarsely generated
image, enabling seamless cloning. Importantly, the model’s
other weight parameters remain unchanged throughout this
procedure. The formula for this process is elucidated as fol-
lows:

w∗ = argmin
w

‖Dw(z0) � Cm − xc � Cm‖
+ μ‖Dw(z0) � (1 − Cm) − xi � (1 − Cm)‖

. (3)

The coarse result after the clothing area treatment is termed as
xc, with the original image labeled as xi . The hyperparameter
μ, indicating the importance of background reconstruction,
is fixed at a value of 10 in this research.

3.4 Loss functions

Similar to LLDM, the optimization function for the U-Net in
Slot-VTON is shown below:
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Fig. 6 Image reconstruction results from the Slot-VTON with and
without the VGG loss. The VGG loss is essential for maintaining the
structural details of clothing accurately

LSlot=Eε(x),ε∼N (0,1),t

[
‖ε − εθ (Zt , Zaw,m, t,Cfuse)‖22

]
,

(4)

where t ∈ 1, ..., T represents the time step, m is the mask
identifying the area of the person image requiring inpainting,
Zt denotes the noise latent at time t , Zaw is the coarse gen-
erated result of the person image, and Cfuse is the embedding
of the fusion condition. In addition to the LSlot, we incorpo-
rate a VGG [19] perceptual loss function. Specifically, our
method is optimized by utilizing the total loss function out-
lined below:

L = LSlot + λLVGG. (5)

In our experiment, the hyperparameter λ is empirically set to
1e-4.Our findings revealed the significant impact of theVGG
perception loss on reconstructing intricate clothing contour
details (Figs. 6, 7).

4 Experiments

4.1 Experiments setting

Datasets. Our experiments involved the VITON-HD dataset
[4], conducted at a resolution of 512×384 and 256×192.
This dataset comprises 13,679 pairs of front-view women
and tops, with 11,647 pairs allocated to the training set and
2,032 pairs to the test set. The dataset is designed with both
paired and unpaired settings. In the paired setting, the cloth-
ing matches the model, while in the unpaired setting, the
clothing differs from the model.

Baselines and Evaluation Metrics. Our comparative study
involved Slot-VTON and several state-of-the-art methods,
namely CP-VTON [45], VITON-HD [4], HR-VITON [25],
GP-VTON [48], and DCI-VTON [10]. These methods were
trained from scratch on VITON-HD [4], utilizing the official
code provided by the respective authors.

Quantitative evaluation of virtual try-on is a challenging
task due to the lack of a real reference person with the target
clothing. For both test setups, we used different metrics to
evaluate the performance of our method. For paired Settings,
we use the learned perceptual image patch similarity (LPIPS)
[52] and structural similarity (SSIM) [46] to evaluate the
consistency of the generated image with the ground-truth.
We also used the Frechet Inception Distance (FIDp) [15]
and the Kernel Inception Distance (KIDp) [2] to supplement
the assessment completeness. For unpaired Settings, we use
FIDu and KIDu to measure the authenticity of the generated
image. In addition, we conducted two user studies on the
authenticity of the generated image and the consistency with
the input image.

Implementation Details.Our experiments focused on high-
resolution image training and inference, using a singleNvidia
A40 GPU. We employed the same appearance flow strategy
as DCI-VTON [10] for the warping networks, maintaining
consistent hyperparameters. This approach allows for more
flexible transformations and effective handling of significant
misalignments. Our baseline model was stable diffusion, and
we utilized the CLIP pre-trained model as the primary con-
dition image encoder. During training, we set the iteration
times of slot attention to 10 and the number of slots to 2 (back-
ground slots and clothing slots, respectively). Themodel was
trained using the AdamW optimizer [30] with a learning rate
of 1e-5, a batch size of 2, and a total of 40 epochs. For the
inference process, we employed the PLMS [27] sampling
method with 100 sampling steps.

4.2 Quantitative evaluation

We compared our method with previous virtual try-on meth-
ods: CP-VTON [45], VITON-HD [4], HR-VITON [25],
GP-VTON [48], andDCI-VTON [10]. Table 1 shows a quan-
titative comparison with these methods. It can be observed
that for unpaired Settings, our approach achieves perfor-
mance results comparable to the current SOTA approach,
DCI-VTON [10]. For paired settings, Slot-VTON also out-
performs its competitors in terms of input consistency (i.e.,
LPIPS and SSIM).

User Study. To better evaluate the quality of our model
generation, we conducted two user studies to measure the
authenticity of the generated model and the consistency of
its given inputs. Specifically, we collected 100 randomly
selected pairs of composite images generated by different
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Fig. 7 Qualitative results generated by Slot-VTON and competitors on VITON-HD dataset. Our method outperforms others in preserving the fine
details of the garment

Table 1 Quantitative comparison with baselines

Method 256 × 192 512 × 384

LPIPS ↓ SSIM ↑ F I Du ↓ K I Du ↓ LPIPS ↓ SSIM ↑ F I Dp ↓ K I Dp ↓ F I Du ↓ K I Du ↓
CP-VTON* [45] 0.159 0.739 30.11 2.034 0.141 0.791 30.25 4.01 – –

VITON-HD [4] 0.088 0.803 16.36 0.871 0.101 0.852 12.17 0.32 10.21 0.28

HR-VITON [25] 0.066 0.862 9.57 0.270 0.384 0.609 11.09 0.35 11.34 0.38

GP-VTON [48] 0.087 0.833 9.06 0.107 0.066 0.895 6.66 0.12 9.61 0.15

DCI-VTON [10] 0.049 0.906 8.52 0.077 0.057 0.887 6.24 0.06 9.02 0.12

Slot-VTON 0.052 0.912 8.13 0.067 0.054 0.895 6.07 0.06 8.95 0.09

The bold indicates the best performance
The * marker indicates results reported in previous works, which may differ in terms of metric implementation
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Table 2 User study results on the unpaired test set of VITON-HD
dataset

Model Realism Coherence

VITON-HD[4] 0.39% 0.52%

HR-VITON[25] 4.30% 1.13%

GP-VTON[48] 14.73% 17.21%

DCI-VTON[10] 17.57% 13.83%

Slot-VTON 63.01% 67.31%

The bold indicates the best performance

methods from the test set, with a resolution of 512×384. 20
participants were then invited to select what they thought was
thebest generationmethod for eachpair of composite images,
and we reported how often each method was selected as the
best method for both aspects. As shown in Table 2, more than
63% of users believe that the images produced by our model
are of higher quality.

4.3 Ablation study

By using 512×384 resolution as the basic setting on the
VITON-HD dataset, we conducted ablation studies on each
part of the network to verify its effectiveness. As shown in
Table 3, the experiments in the first two lines mainly focused
on the upper body repair area of the model, the slot con-
ditions of the garment were removed in the first line, and
the added clothing signal encoded by the variational autoen-
coder (VAE) was removed in the second line. Subsequently,
the third line of the experiment mainly focuses on the parts

except clothing and deletes the non-garment inpainting mod-
ule.

Effectiveness of Slot and other condition. Figure8 illus-
trates the visualization results of two proposed conditions
for the clothing area of the model. The slot condition notably
enhances the structural features of the generated clothing,
improving the clarity and completeness of the clothing lines.
This condition significantly contributes to the final image
generation outcome. Additionally, the added VAE condition
effectively complements the original results, mitigating the
loss of certain details.

Effectiveness of non-garment module. Figure9 illustrates
the visualized results pre- and post-removal of the non-
garment inpainting module. Upon removal, the model-
produced image exhibits noticeable seam issues, alongside a
partial loss of feature details at regional connections, such as
the model’s hand. The inclusion of this module effectively
addresses these challenges.

Effectiveness of VGG loss. Figure6 illustrates that solely
employing the LSlot loss function during training, with
all other conditions held constant, remains insufficient for
addressing specific extreme cases, despite the fusion condi-
tion’s ability to preserve general clothing outline details. The
inclusion of theVGGperceptual loss enhances our capability
to handle such scenarios.

4.4 Qualitative evaluation

The composite images produced by our method and others
on VITON-HD dataset are shown in Fig. 7. VITON-HD [4]

Fig. 8 The visual comparison of w/o Slot Condition, w/o VAE Condition and ours
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Fig. 9 Visualization results of with and without non-garment inpaint-
ing module. (Left) This module repairs certain intricate non-garment
details, including the hands and neck. (Right) This module effectively
solves the seam problem between background and the cloth

Table 3 Ablation studies of network components in our model

Method LPIPS↓ SSIM↑ FIDu ↓ KIDu ↓
w/o Slot Condition 0.063 0.892 9.30 0.148

w/o VAE Condition 0.067 0.886 9.15 0.125

w/o Non-garment module 0.066 0.888 9.02 0.100

Ours 0.054 0.895 8.95 0.093

We multiply KID by 100 for better comparison
The bold indicates the best performance

correctly generated the image of the model wearing the tar-
get cloth. However, issues with the cloth’s structure, like
an excessive neckline in the first line, were observed. HR-
VITON [25] struggles with complex textures, such as logos
and patterns on clothing. GP-VTON [48] effectively pre-
serves texture details but exhibits bluntness in the connection
between the body and the garment, as seen in the fourth
line. Slot-VTON maintains cloth characteristics, including
shadow folds, and adeptly handles the interaction between
the body and garment for high-quality image generation.

5 Conclusion

In this work, we propose a slot attention-based inpainting
approach for the virtual try-on task, aimed at effectively
addressing the challenge of preserving intricate clothing
details. To combine the slot unsupervised subject extrac-
tion ability with the powerful generative ability of diffusion
model, we propose a fusion adapter module to effectively
integrate multiple conditions including slot, as a guide to the
seamless generation of the diffusion model. Additionally, we
develop a non-garment inpainting module to optimize the
preservation of details in the non-garment area and effec-
tively resolve seam problems. The experimental results from
the VITON-HD dataset demonstrate the superior effective-

ness of our approach. In future work, we aim to further
investigate methods for achieving higher-quality seamless
generation while ensuring generation efficiency.
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